
1

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

090

091

092

093

094

095

096

097

098

099

Confidential Review Copy. DO NOT DISTRIBUTE.

SemEval 2020 Task Proposal:
Modelling Causal Reasoning in Language: Detecting Counterfactuals

Xiaodan Zhu1, Xiaoyu Yang1, Huasha Zhao2, Qiong Zhang2,
1Queen’s University, Kingston, Canada

2Alibaba Group, San Mateo, USA
{xiaodan.zhu, xiaoyu.yang}@queensu.ca
{qz.zhang, huasha.zhao}@alibaba-inc.com

1 Introduction

Causal reasoning, a core constituent of intelli-
gence, is used daily in human language. The most
recent years have seen significantly increasing in-
terest in modelling inference and reasoning in nat-
ural language (Zellers et al., 2018; Bowman et al.,
2015; MacCartney and Manning, 2009). In this
shared task, we focus on modelling causal reason-
ing.

Our task aims to provide a benchmark to eval-
uate the state-of-the-art models for causal reason-
ing in natural language. While causal reasoning is
a broad topic, counterfactual is regarded as the top
rung of the ladder of causality (Pearl and Macken-
zie, 2018) and is one of the most active areas in
recent years and has received intensive studies in
different disciplines (Pearl and Mackenzie, 2018;
Son et al., 2017; Kray et al., 2010; Buffone et al.,
2016; Vandenbroucke et al., 2016) .

To model counterfactual semantics and reason-
ing in natural language, our shared task aims to
provide a benchmark for two basic problems. Par-
ticipants of subtask 1 (Section 2) are asked to de-
termine whether a given statement is counterfac-
tual or not. Counterfactual statements describe
events that did not actually happen or cannot hap-
pen, as well as the possible consequence if the
events have had happened (See Task Description
of Section 2 for details). This problem is the
most basic problem for all down-stream study
on counterfactual-related inference in natural lan-
guage. Subtask 2 (Section 3) further locates the
antecedent and its consequent in a given counter-
factual statement.

We believe the task will attract more and more
attention and participation—if “new generation of
robots should explain to us why things happened,
and way they responded the way the did” (Pearl
and Mackenzie, 2018), they are also expected to

understand causal statements others say or write.
Note that even our task focuses on modelling con-
terfactuals in text, it is related to multidisciplinary
research, as counterfactual is studied in differ-
ent fields. For example, thinking counterfactually
could have an impact on human cognition, affec-
tions, and behaviors (Kray et al., 2010; Zeelenberg
and Pieters, 2007). Research conducted in epi-
demiology investigates questions like “which fac-
tors cause a certain disease?”, and it is mainly
about causal effects as well as counterfactual rea-
soning (Höfler, 2005; Vandenbroucke et al., 2016).
By asking counterfactual questions, humans try
to understand the significance of specific events
in the big picture of life, and counterfactual is
also regarded to be very important in evolution
(Pearl and Mackenzie, 2018; Kray et al., 2010;
Buffone et al., 2016). The landmark paper of
Goodman (Goodman, 1947) gives a detailed anal-
ysis on counterfactual conditionals in philosophy
and logistics.

For evaluation, we have collected 25,000 state-
ments from news articles on three domains: fi-
nance, healthcare, and politics. We will describe
the details of the tasks, evaluation, and baselines.

2 Subtask 1: Detecting Counterfactual
Statements

Task Description Our first subtask asks partic-
ipants to detect whether a given natural language
statement is counterfactual or not. More specif-
ically, counterfactuals describe events counter to
facts and hence naturally involve common sense,
knowledge, and reasoning. Tackling this problem
is the basis for all down-stream counterfactual-
related causal inference analysis in natural lan-
guage. For example, the following statements are
counterfactuals that need to be detected: one from
healthcare and one from the finance domain.
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• Her post-traumatic stress could have been
avoided if a combination of paroxetine and
exposure therapy has been prescribed two
months earlier.
• Finance Minister Jose Antonio Meade noted

that if a jump in tomato prices had been fac-
tored out, inflation would have begun to drop.

While the above examples are chosen for clarity
for demonstration, real statements are much harder
for computers to judge. (See Section 2 and (Son
et al., 2017) for existing models and results).

Data Collection and Annotation Follow-
ing (Son et al., 2017), we take a two-step strategy
to collect and annotate the data.
Crawling candidate statements The first step is
crawling news articles on the Web to obtain can-
didate counterfactual statements using the pat-
terns listed in Appendix A. We develop our multi-
domain counterfactual dataset for three domains:
finance, politics, and healthcare. The URL we
used to crawl news articles for each of these three
domains are listed in Appendix B.

Our dataset is different from (Son et al., 2017)
in the following aspects: (1) Ours is 10 times
larger, which is critical for training complex mod-
els such as deep-learning-based models. How-
ever, the data developed earlier (Son et al., 2017)
has only 1766 training and 1137 test statements.
(2) Not only different in size, the data developed
by (Son et al., 2017) are tweets that do not in-
volve clear applications (e.g., tweets like if all cof-
fee shops played hip hop, I think the world would
have been a better place.). Our data are in three
specific domains involving domain knowledge–
these domains often use counterfactuals to express
domain-specific causal reasoning (e.g., in the ex-
ample we discussed above: exposure therapy may
help cure post-traumatic stress). In addition, we
expect the multi-domain data will help us under-
stand counterfactual usage in different domains.
(3) Our data are from news articles written with
formal English. We hope the algorithms and stud-
ies focus more on modelling counterfactual itself
instead of being distracted by “noises” in informal
languages.
Counterfactual annotation In the above step, we
have already acquired 25,000 candidate counter-
factual statements and we aim to collect about
30,000, with each domain has 1/3 of the data. The
next step is annotating the candidate statements to

be either counterfactual or non-counterfactual on
Amazon Mechanical Turk (AMT).

Each sample will be annotated by five differ-
ent workers. We obtain the counterfactual label
for each statement using majority voting. For our
pilot study on 500 candidate statements, counter-
factuals count for about 20% of the candidates.
For the 30,000 statements, we expect to obtain ap-
proximately 6,000 counterfactual statements, with
the number much larger than that in (Son et al.,
2017), which only has around 900 true counter-
factual statements.

We then split the data into 60:20:20 as training,
development, and test set, respectively. In subtask
1, algorithms will be developed to perform clas-
sification to detect counterfactual statements from
non-counterfactuals.

Pilot Study and Baseline In addition to the pilot
study discussed above in data collection and anno-
tation, we have also performed a pilot study to set
up baselines. Specifically, we will provide as the
baselines the majority voting and a hybrid pipeline
classifier that uses both hand-crafted rules and a
SVM classifier (based on features extracted from
the statements). As shown in Table 1, on the tweet
dataset collected in (Son et al., 2017), the hybrid
SVM model achieves a better performance than
that of a rule-based model or an SVM model based
only on features automatically extracted from the
statements. We will provide these models as the
baselines for our shared task.

It would be very interesting to understand how
the recent advance on deep leaning models can
help solve the counterfactual detection problem,
particularly as the task provides a relatively large
dataset for training complex models. We expect
SemEval participants and other researchers to de-
velop such models with our dataset.

Table 1: Pilot results on the tweet counterfactuals col-
lected by (Son et al., 2017)

Precision Recall F1
Hybrid Model 0.71 0.84 0.77
Rules only 0.59 0.91 0.71
SVM 0.24 0.91 0.38

Evaluation metrics The evaluation metric used
in subtask 1 will be precision, recall, and F1.
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3 Subtask 2: Detecting Antecedent and
Consequent

Task Description Indicating causal insight is
an inherent characteristic of counterfactual. To
further detect the causal knowledge conveyed in
counterfactual statements, subtask 2 aims to locate
antecedent and consequent in counterfactuals.

According to (Goodman, 1947), a counter-
factual statement can be converted to a contra-
positive with a true antecedent and consequent.
Consider the “post-traumatic stress” example dis-
cussed above; it can be transposed into “because
her post-traumatic stress was not avoided, (we
know) a combination of paroxetine and exposure
therapy was not prescribed”. Such knowledge can
be not only used for analyzing the specific state-
ment, but also be accumulated across corpora to
develop domain causal knowledge (e.g., a combi-
nation of paroxetine and exposure may help cure
post-traumatic stress).

Data Collection and Annotation As the goal
of subtask 2 is to identify antecedent and conse-
quent in a given counterfactual statement, the an-
notation will only be performed on statement that
is labelled by human annotator as counterfactual.
The annotation of subtask 2 is to ask workers to
mark these two counterfactual components. If one
of them is missing (e.g., if a counterfactual state-
ment misses consequent), the corresponding mark
will be absent/empty. Same as in some previous
SemEval tasks with multiple subtasks, our subtask
2 will run right after the subtask 1 phase finishes.

Baselines The first baseline is a sequence la-
belling model based on bag-of-words features.
Same as in name entity recognition, this base-
line model will annotate the antecedent and con-
sequent using the B/I/O scheme, denoting if a
word is at the Beginning, Inside, or Outside an an-
tecedent and consequent. Specifically, we tag each
token in the sentence with B-Ant, I-Ant, B-Con,
I-Con, or O. The second baseline uses the pointer
network proposed in (Vinyals et al., 2015), which
is a widely used neural-network model that can
mark the start and end token of a text span under
concern, after being trained with the correspond-
ing data (here antecedent or consequent spans).

Other Annotation Note that to provide a refer-
ence for future multidisciplinary research, we also
annotate more detailed information as discussed in

Appendix C.

Evaluation As a boundary detection task, we
adopt two metrics used in NER and Question
Answering to evaluate subtask 2. The Exact
Match requires the prediction of antecedent or
consequent boundaries to match the gold-standard
boundary exactly. The F1 score measures the av-
erage overlap the prediction and the ground truth.

4 Data Availability and Copyright

We do not have copyright issue. Please refer to
Appendix D for the detailed discussion.

5 Task organizers

Xiaodan Zhu has previously co-organized
SemEval-2016 Task 6. He has also competed
for SemEval-2013 and SemEval-2014 as a
main contributor of several top-ranking systems.
Xiaodan Zhu’s recent research interests include
natural language inference, commonsense rea-
soning (e.g., Wingograd Schema Challenge),
sentiment analysis, and financial text analytics.
He is currently an assistant professor of Queen’s
University, Canada. He serve as area chairs for
ACL (2019, 18), NAACL (2019), and COLING
(2018); publication co-chair for COLING-2018;
workshop co-chair for COLING-2020; co-chair
for SemEval-2019 and 2020.

Xiaoyu Yang is an MSc student of Queen’s
University, under the supervision of Prof. Xiaodan
Zhu. Her research interests are natural language
inference and common sense reasoning.

Huasha Zhao is a Staff Research Scientist and
Technology Lead at Alibaba Group. He received
his MSc and PhD from EECS at University of Cal-
ifornia, Berkeley, and B.Eng. in Electrical Engi-
neering from Tsinghua University. His research
interests include information extraction, business
intelligence, natural language processing, and ma-
chine learning. He chaired and organized the E-
Commerce workshop at SIGIR in both 2017 and
2018, and served as PC members for many top ma-
chine learning conferences/journals.

Qiong Zhang is currently a Senior Staff En-
gineer at Alibaba’s DAMO Academy. He holds
a Ph.D. in computer science from Zhejiang Uni-
versity and was a researcher at the University of
Wisconsin-Madison. His current research focuses
on text mining and applications, including infor-
mation extraction, knowledge discovery, and nat-
ural language interface.
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A Patterns in Data Collection

The patterns we use are listed below: if...then,
if...(had / had not / hadn’t), would / could / should
/ might / ought / may (have / not have / haven’t),

wouldn’t / couldn’t / shouldn’t have, if...(were /
were not / weren’t), Had..., Were..., Should..., what
if, but for, if only, so long as, whether, rather,
assume, assuming, suppose, supposing, provided,
providing, imagine, imagining, conjure, conjuring,
visualize, visualizing, conceptualize, conceptual-
izing, envisioning, envision, wish and unless.

B The Websites of News Reports

We crawl news articles from different websites of
three domains:
(1) finance: cnbc.com, businessinsider.com, in-
vesting.com
(2) healthcare: webmd.com
(3) politics: politics news from thisisinsider.com
and uk.reuters.com

C Other Annotation

For true counterfactual statements, we will anno-
tate with more detailed information from two re-
spects. One is the direction of counterfactuals, in-
cluding “upward”, “downward”, and “not clear”.
The other is judgement of the rationality of the
causal relations between antecedent and conse-
quent part mentioned in the counterfactual state-
ment based on common sense.

D Data Availability and Copyright

According to Section 107 of the Copyright Law 1,
and 28A and 30 of the Copyright Acts 2, there is
one exception to copyright infringement which is
fair use (or fair dealing). Fair use is appropriate
for public benefit purposes, like research. Our use
is not of commercial nature and we only distribute
several sentences extracted from news reports on-
line for the purpose of research. Besides, we only
use texts that are publicly available, and the source
will be stated according to law.

1https://www.copyright.gov/title17/
92chap1.html#107

2https://www.gov.uk/
government/publications/
copyright-acts-and-related-laws

https://www.copyright.gov/title17/92chap1.html##107
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